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Introduction 1/2

What is a linear regression?

Linear regression aims to study the effect, if any, of a change 
in one or more independent variables (explanatory) on a 
dependent variable (outcome). E.g. the effect of an increase in 
years since migration on the individual wages.
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Relationship between Italian Gross Monthly Average Wage of 
Foreign Workers and Years Since Migration in December 2013
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Introduction 2/2

• What is the linear regression design?

• Linear regression fits data in a linear model to show the 
relationship between independent variables and dependent 
variable. The independent variables are multiplied by a 
coefficient, which shows the average effect of each 
independent variable on the dependent variable.



Types of Regression analysis

Univariate Regression
Univariate regression studies the relationship between 

an independent variable and a dependent variable.

Multivariate Regression
Multivariate regression studies the relationship between 
more than one independent variable and a dependent 

variable.
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Univariate Regression
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Interpretation of the coefficients



Table Example (1/2)
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Table Example (2/2)

Comments:

One year more spent in the host country increases the gross 
monthly wage by 13.67 euro (𝛽1) on average. If immigrants 
spend two years more, the increase in the gross monthly wage 
is 2*13.67 euro=27.34 euro.
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Multivariate Regression
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Interpretation of the coefficients
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Table Example (1/2)
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Table Example (2/2)

Interpretation:

One year more spent in host country increases the gross 
monthly wage by 13.93 euro (𝛽1) on average. Further, an hour 
spent more at work worked increases the gross monthly wage 
by 9.87 euro (𝛽2) on average.
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Age profiles of hourly wages for women with different 
level of education (Card, 1999)
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Comments

Graph shows the relationship between age and the earning
profiles for different level of education. Age proxies the
experience and, for this reason, has a positive effect on hourly
wages. Further, higher education level leads to higher earnings
per se. The solid lines among dots are the regression lines.
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Table: the relationship between education and wage
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Comments

This regression analysis's table shows the effect of an increase
in the education level on labour outcomes. The red circled
shows the increase of one more year in the education level on
wage, which is 0.1 log points (around 10% increase).
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Significance

• What does it mean significance?

A linear regression coefficient is significant when it is different from 
zero.

• How can we test it?

We check whether the ratio of the coefficent to the standard error 
(the variability of the coefficient) is larger than 2.
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Table Example (1/2)
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Table Example (2/2)



6

Fitting

• Do independent variables explain the dependent variable?

In order to answer to this question, we compute an index to 
show whether the model has a good fitting.

• Why do we care about the fitting?

Linear Regression has a predictive use. It shows the ability of one 
or more independent variables to foresee the values of the 
dependent variable. (E.g. years since migration predict the 
current wage.)
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Predictive use

Linear regression may:

• Foresee the future values of the dependent variable;

• Predict the dependent variable values given different values 
of the independent variables;

• Give information on the key variables to figure out the 
dynamics of a dependent variable
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Increasing the predictive power

• How do we increase the predictive ability of a model?

We increase the number of independent variables until 
we get a good level of the 𝑅2.

• Testing the model with 𝑹𝟐

The 𝑅2 shows the predictive ability of the model. The 
index range is between 0% and 100%.
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Table Example
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Graph Example
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Application 1: Card, 1999
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Comments

• The coefficient (red circled number) is different from zero since the 
ratio of the coeffienct to the standard error (the blue circled number) 
is larger than 2.

• Education is a good predictor for the hourly earnings since the 𝑅2 is 
around 30%.

• Insight: the education affects the earnings for sure. However the 
magnitude of the coefficient might be larger since education might be 
also a good proxy for the innate ability.
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Application 2: Borjas et al., 1996
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Comments

• All the coefficients are different from zero but the ones in the first 
column.

• 𝑅2 is not reported. Maybe, scholars are only interested to study the 
effect of an increase in the migrant share on the native wage.

• Insight: An increase in immigrant share might be a proxy for the 
better wages in the host country. Hence, we are not sure in the case 
whether an increase in immigrant share predicts a change in native 
wage.


